# Introduction

This guide gets you started programming in the low-level TensorFlow APIs (TensorFlow Core), showing you how to:

* Manage your own TensorFlow program (a [tf.Graph](https://www.tensorflow.org/api_docs/python/tf/Graph)) and TensorFlow runtime (a [tf.Session](https://www.tensorflow.org/api_docs/python/tf/Session)), instead of relying on Estimators to manage them.
* Run TensorFlow operations, using a [tf.Session](https://www.tensorflow.org/api_docs/python/tf/Session).
* Use high level components ([datasets](https://www.tensorflow.org/guide/low_level_intro#datasets), [layers](https://www.tensorflow.org/guide/low_level_intro#layers), and [feature\_columns](https://www.tensorflow.org/guide/low_level_intro" \l "feature_columns)) in this low level environment.
* Build your own training loop, instead of using the one [provided by Estimators](https://www.tensorflow.org/guide/premade_estimators).

We recommend using the higher level APIs to build models when possible. Knowing TensorFlow Core is valuable for the following reasons:

* Experimentation and debugging are both more straight forward when you can use low level TensorFlow operations directly.
* It gives you a mental model of how things work internally when using the higher level APIs.

## Setup

Before using this guide, [install TensorFlow](https://www.tensorflow.org/install).

To get the most out of this guide, you should know the following:

* How to program in Python.
* At least a little bit about arrays.
* Ideally, something about machine learning.

Feel free to launch python and follow along with this walkthrough. Run the following lines to set up your Python environment:

from \_\_future\_\_ import absolute\_import  
from \_\_future\_\_ import division  
from \_\_future\_\_ import print\_function  
  
import numpy as np  
import tensorflow as tf

## Tensor Values

The central unit of data in TensorFlow is the **tensor**. A tensor consists of a set of primitive values shaped into an array of any number of dimensions. A tensor's **rank** is its number of dimensions, while its **shape** is a tuple of integers specifying the array's length along each dimension. Here are some examples of tensor values:

3. # a rank 0 tensor; a scalar with shape [],  
[1., 2., 3.] # a rank 1 tensor; a vector with shape [3]  
[[1., 2., 3.], [4., 5., 6.]] # a rank 2 tensor; a matrix with shape [2, 3]  
[[[1., 2., 3.]], [[7., 8., 9.]]] # a rank 3 tensor with shape [2, 1, 3]

TensorFlow uses numpy arrays to represent tensor **values**.

## TensorFlow Core Walkthrough

You might think of TensorFlow Core programs as consisting of two discrete sections:

1. Building the computational graph (a [tf.Graph](https://www.tensorflow.org/api_docs/python/tf/Graph)).
2. Running the computational graph (using a [tf.Session](https://www.tensorflow.org/api_docs/python/tf/Session)).

### Graph

A **computational graph** is a series of TensorFlow operations arranged into a graph. The graph is composed of two types of objects.

* [tf.Operation](https://www.tensorflow.org/api_docs/python/tf/Operation) (or "ops"): The nodes of the graph. Operations describe calculations that consume and produce tensors.
* [tf.Tensor](https://www.tensorflow.org/api_docs/python/tf/Tensor): The edges in the graph. These represent the values that will flow through the graph. Most TensorFlow functions return tf.Tensors.

**Important:** **tf.Tensors** do not have values, they are just handles to elements in the computation graph.

Let's build a simple computational graph. The most basic operation is a constant. The Python function that builds the operation takes a tensor value as input. The resulting operation takes no inputs. When run, it outputs the value that was passed to the constructor. We can create two floating point constants a and b as follows:

a = tf.constant(3.0, dtype=tf.float32)  
b = tf.constant(4.0) # also tf.float32 implicitly  
total = a + b  
print(a)  
print(b)  
print(total)

The print statements produce:

Tensor("Const:0", shape=(), dtype=float32)  
Tensor("Const\_1:0", shape=(), dtype=float32)  
Tensor("add:0", shape=(), dtype=float32)

Notice that printing the tensors does not output the values 3.0, 4.0, and 7.0 as you might expect. The above statements only build the computation graph. These [tf.Tensor](https://www.tensorflow.org/api_docs/python/tf/Tensor) objects just represent the results of the operations that will be run.

Each operation in a graph is given a unique name. This name is independent of the names the objects are assigned to in Python. Tensors are named after the operation that produces them followed by an output index, as in "add:0" above.

### TensorBoard

TensorFlow provides a utility called TensorBoard. One of TensorBoard's many capabilities is visualizing a computation graph. You can easily do this with a few simple commands.

First you save the computation graph to a TensorBoard summary file as follows:

writer = tf.summary.FileWriter('.')  
writer.add\_graph(tf.get\_default\_graph())  
writer.flush()

This will produce an event file in the current directory with a name in the following format:

events.out.tfevents.{timestamp}.{hostname}

Now, in a new terminal, launch TensorBoard with the following shell command:

tensorboard --logdir .

Then open TensorBoard's [graphs page](http://localhost:6006/#graphs) in your browser, and you should see a graph similar to the following:

![TensorBoard screenshot](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAQ0AAACCCAIAAADT4QrmAAAABGdBTUEAALGPC/xhBQAAAAFzUkdCAK7OHOkAAAAgY0hSTQAAeiYAAICEAAD6AAAAgOgAAHUwAADqYAAAOpgAABdwnLpRPAAAAAZiS0dEAP8A/wD/oL2nkwAAAAlvRkZzAAAMcwAAAhEAwGFUqwAAAAlwSFlzAAALEgAACxIB0t1+/AAAAAl2cEFnAAAOsAAAB4AAYetb7wAAFJNJREFUeNrtnV9MG3eewL+ubDAE2Q5O64HUwZAtNioKg1QahzzgPKS4ukq4PBxU6irutVKcSidcbVc47YvvYRejzSlmTzqItN06dw91VCk410Y4UaWYBwgNkTykjTDtgoe44EGJg22BMRm0voeBYTDG0CQNNnw/D8j2/GEYfp/5/fv+vhalUilAECQrL+EtQBD0BEHQEwRBTxAEPUEQ9ARB0BMEQU8QBEFPEAQ9QRD0BEHQEwRBTxAEPUEQ9ARB0BMEQdATBEFPEAQ9QRD0BEHQEwRBTxAEPUEQBD1BEPQEQdATBEFPEAQ9QRD0BMlHmKv/dvr06dPvux/s/JgH7vdPnz5t+tPYk2x7LdyynD59+vQfhhbQEyTPefDt1RAAwNzVb//xBG8HeoJk4Mn41Ztz3Mv5m/2TKAp6gmTUxDcPcKyj45gEFm+5x/K7hfTbIMZbsM9ZGHMPLYLkjVaDoWD0v+8Nj14dW2g4WbJpP2b0b71f3BydnGdBotKdbP2oNfPZrvb8zT0UmGdBcvBoQ+uHvz+IniD5z+NR910WJI2tdSUlBa0nDwz77rqHHp9sLt0oyY3zlgt3FwHggOooUfB40tf7qU+y6VxDf7LYffMAIFGpjxQ8eTD8xWfDEvQEyX9Nhq/cAzhwsrWuBABqWk8e8N0M9A8zze8Qgp1u/OXC3UWQ6D78z672mhJOL+enn10PCU+1MNrzF988gPpf/nzB2lAKALAw7j7/hy8Ce+A+Yf9kX8PcvDoJcNDQWlMAAFBw9F3DQYBJt084Psz4rtwDgKMff74qCQCUNnz82bsbmlSPR/9neBFA1fbZxw1rlVFJTfvnH6n3wo1CT/Yz//j22xDAQcM7Rwu4Dwp+1/qWKm18eGFyKAQA6nfeIITHFhSUFgjePgkNTwLAwUbDEeHHUHKwAD1B8pkn49/enANQvfXO79bL8pG33lFvHB9emON6HKrSrCdbYFgAUNUQe8KLdLB/so81ueqbB4C5Kx+evpK+cfGWe+zcfzQIhr0Kdlb+96Ql6Mn+ZWHUPbQIIFEdPXpw45gUuzg5GWJH3avjwyWqgwAh9vHjJ9ksKCghDkBgcXFuAaAEPUH2CI9Hr95lAXQdf/2v5vQG1eMb/952IXBvdXy45OhJNdwLTd4cXzjVsKUCBerGo+C7F7o19riVEJzwyd6Y3sf+yf6EGb5yDwB0rQ0Zeh2lDa3HACBwxccAABCG3x+TAHu352+CqXrm1hfuuY0HtRsOAAR6e4ce8x8ujH7xv5N74X5hfbIveeC7OgkAx1rrMnbOSxtaj0nu3Qtd/fZB60dHoPTUHztuWi7cvf7pvwbeOHVMLZmfvOu7N5d2UEnDuT8axuw+n/39yTdOHVNLFifvDd0LsXvihmF9sh/hxoMlxzLWJgAAJXXtdRKAuZur48NEc9ff/9zWeLRg8u7N/v6bo/Pqdz/766e6dL1Ofv73C+cMuhLm7s3r/ddH5w++1XHB3rgXZuRFqVQKy81zgWGYeDwei8VisZhEIpHL5TKZjCCI4uJivDnoCQKJRIKiqEgkknGrVqutrq7Gu4Se7GumpqYmJiZWVlay7COTyerr62UyGd6uPGU/908Yn9Nm6/NFBR9FKZfVSBIikUgkEil0BnPfSDTrKRjm/v37aZIUFRWl7RaPx+/cucOye6NPux/Zx/VJkrLq6nugc5x2cB3S5IiVPNEzIW86YzHpNRClPM5Lg3PajtuUUy/NcAKWZb/77jteErFYXFtbSxCERCIBgEQiMTU1FQwG+f0rKytra2uxzOUjOC7ME/Xa+yagrpfyWTTcJ1aTRldz3uUccbgNGUShKIqXRCaTNTY2coZwFBcX19bWlpWVDQ8Pc58Eg8GysjKlUon3Ou/IhXZX1Oc0GzRSkUgkkhJku8PLCLcmA26biSSkXEvIaHVRybVNjEsvEinM3hGXZfV4BWlybGxI+ZxmPbdNRJAmm4dOAkDUYxCJiup7pgGmu2tEIpHBEwWF0RUIhn1mzfrRCkIBkEwmM183w6xeqFgsbmhoEErCo1QqhZ34Bw8e5MANR349qV1mfuBMBQComs52XbzYdba5AgBUbf1hbuvS7c46ACisa+u8ePFiZ1tdIQDUdd5eSqVSqVT4y+MAUFhYKD/e1tHV1XW2WQUA8pb++bWjO7QAUNHcsX5uectX4VQqfHtgoP9isxxA1dLbPzBwOyy4pKX5cDgcHL/9VWeTHKCuy7+U4bofPXr0f2v88MMP2f9Ifs+hoaHdvuHI07DLniz5OyoA5G0D87w3t86oALSd46lUKjXepQUobOoN8gcEe5sKAbSd40u8J1zJ5+AOaOFOt3T7jBxA2zW+tjX8VRMA1PWGBb+7onM8/ZI6K9YeIoXHu24vZb7yyclJvvSHw+Hsf+bQ0BC/88zMDBa7vGN3+yfJgMszDRUdNoOCb+oY7H1dREAjBYCAq28C5GfsgqaQxuww209ccrtox2rvu1BvMfELiDSkrhAmGIZrKUkJBQDt9Y5YdHoFABDtvpQpCVJptmuS6izuAUM0yVCePsfl80YTQXmFbbFVhINXGVtcQoQjYENDQxKJRKPRaDQahUKRsw2NeDzO/Y1bzQvxDUvuD9zb06m73I9nAgwASRLCkqsx2RycRTQ1DXDcoJNuKMYGDVyiKDoJukylHABgtT8hJW3urhHj+U9OHLSp6gxGo6ndbDbqpNtck1SjN2oAwGhqN+nImvMWq9fkMaYXaGGxSCQS2XvnS0tLaY79/PPPP//8c3Fx8eHDh3NBmHg8/ujRo3g8nkgkYrFY9umgLQuTWCyXy4uLi2Uy2aFDh/bSfNEue8I92rcuuYWbP0oCACzv7PQKvc3HmCmvx+31+rzOc5e7rcc7vV6HYWelUqoxmSrOd1NeOmkkpVt7EovF1Ootl4GzLMs/kg8cOFBaWjo7O8sLxgmjUCg0Gk15efmBAwdepBuhUCgWi2WvMXbOyspKJBIRnk2pVBIEsQeCd3bZE4WOgGvMCJNsX69SkvQIxSh0ep1CQxJwg/bRSbNwq48GqNAR2588ydB0FAgdabKQJgtAMuA0kp90W/rMAdvmuigZcOj1DrD4RhzrTnBDXZk8FlYgwWDwyJEjWz0+JyYm+NevvPJKbW0ty7IzMzM0TT98+JD7PBqNUhRFURQnjEaj2bYtR1EUTdMGg+HX1kWcHuFwOK2W+y3gtLl//75MJlOr1fkrzO56ItW1myq6e9wOn9292rJJUnbjie5khz/gJHXmdm13t9vmtvOjtbTb7pqDig7zts0nSAYchvqe5JlbARdXf0g1BpKAwSiTTArKfnL1nZQgNcnYNbeLsq9NKyYDbu80yNu2aKtVVlby04h+v7+hoWFzIUibajxy5AgA8P2TxcXF2dnZYDAYi8XShCkvLz98+PDhw4e3EmZmZoZlWZ/Pt3NVIpHIxMTEtrUH19nguxyHDh3KsvOjR48AIJFILC0tcT+3kvP+/fv3799Xq9XV1dV5Z8uuz8dHvWby7cvTFc1nLSZSGvD29VybULX1U24TAQDJEZv+RPeY/PgZS7tekxxxOS5/H9N23BpxGhQAjEtf9gHVPBD1GlcLctJnUpy6pvsyTJkJANpl1H1wA+rarGaDRhql3M5Lg3PaTj/F1RiM21D23qC86azNpDdazKQ04DSQnwwua1s6LEYd0D6X88oYNH8ZyNSPBwCWZQcHB/mSIRaLtVot1y5nWTYej6cVyurqaq1Wm/EuLC4u0jRN03QikUjbVF5eXllZWV5envb5119/zb1QKBQGgyF7/ZPdkKKiIqVSKZfLn0unIhKJcEHTkUhkK20IgqiqqsqjKddciFuJ+pxWu9M9OL0MhRXH260Oh9Ww3qyKUi67zeG6MRGDQpXW0G5z2M0k9/jczhOAJO2x2xxuz/fTywBybZPJ6nBa9Aq+xulrN1mvTSyrWvoDHpMCIBnw2G12l3dsbhkKVXVGs91pN2mk2coEP92eHZlM1tTUtP29iEZpmp6ZmUkTRiKRcNULJ8ydO3emp6f5rdlV+emnn4RtP+El/dZtoUQiwTBMKBSKx+Obt+ZRJDXGCz8rDMP4/f7sA0QEQZAkuW2XQ8jDhw+DweDs7Gxa9CTXZgsGg2m/MaMqLMuOjo6mVSNisbiqqkqtVr/Ixk8ikQiFQlNTU2mX/RR3Bj3JV1iWpSiKD2NJK5RarbaqquqpTz4zMzMzM7NZmM2kqcKy7PDwsPBBXlRUpNVq+UjNXblRoVAobRnCDmta9GSPwC9mjMfjEolEJpNxSxqfy2ObGyLjhEmlUiKRaFtVfvzxx7RoZa1WmwtP7s2PldyPpEZP8gyWZT0eT5Yd5HL5qVOnIpHI6Ogo/yFJkllmeHaFUChEURT/trGxMZe79RhXn09w8y1Z6hMAiMVi169fLy1dzxBRXV2da5IAgFqtjsVifI0XDodz2RPMt5JPvPzyyz6fj5MkS0OAZdn5+Xn+7VaD0buO8MIyDoihJ8izkqVKAYCXXlr9z+byQ5rrxXGvn1fsDHqCAGStRoT885//5F7wM/25CV+N5HjQJHqST9A0XV9fv+1uIpGIH2RbWVkJhUK5+edMTU3xr3N8bh49ySc0Gs1rr72WfZ+SkpKWlhadbj3Sk6KoHGz9c/GR/NvsUWS7Do4LP+f/PTd/wq3B4H4+r5NvFdIiRCKR8GGRw8PDwkb/66+//izTnc+XtFAagiAaGhrQk73PxMTETz/9tPnzoqKi+vr6Z2lULC4uTk9PB4PBLHpslgQ2pU0CAKVSqdVqd7eFE4lEfvzxx7QogaamphwPXUFPnpV4PO73+7M3bKqqqqqrq39VUeBC7mmajkajaZvKy8v5lV5bSZLl2pRKpVqtfvEzKlzESloEsUwmy7geAT3JHRif0+mVGm2WjMsbo952zdtXYhUd/oCTlG4tyeDg4E5+mVKpbGxs3Ha3zUu4eORyeWVlJbeEKy1eOKMk/Akzxp6JxeKysjJuseFve5cZhmGYcDi8OVT01Vdfra2tzf0gSNjX8/FJxuPs7gEwZ/Ik6rWar2w/our3+9P+8WVlZTKZbGlpKRaLCePJI5HI1NTUVj0EYfhWRj3SlgS/+eabvCdZJOG2NjQ0bH6Wc+NgoVBILBYfOnRILpcrlUqZTPbspZZbexOJRB49erTVUvuioiIud2a+FBaMW8lE1GczX56TqyA2l2WviYkJXgOxWPzmm2/yTf/i4mKlUllVVeX3+3/55Rd+/82LPWZnZzlD0sKBt00xIZFIWJbNLgkP19DK2PJZWVnhHvncW04VuVwukUiEWVSEc4IgyMYCa4sZWZaNxWJZljTyhmi12hyMo8lOrq3TUtWZrA6nzbj+oEkG3Habg1s6Jdc2m20Oh3m1HcS49GUfBM4MeA0em901OL0M8roWm9MlSHMU9TmtNqf7++llAFVdy+q6q6jHcPBdYXOpqX/eZ1o7KDli0Z24RHR9Rfa9dwm2bnd98803/OssYXyjo6N8KeQDYx8+fMgNXmVcXrKTDCx37tyZnZ19ivXxXCuIYZinS6rylM9jsZggCK6ll49PzlxZ96tqOms16SDg7bt0Y3rTut/CujarWU8wIy7nlbHlus7bIw69dNWT7wsLC6WkyWwiCdrnvHRjTt7ST3tMCuATa1c0d1iMmtVzy1u+CnjaYcRLMQGn+ZMb0pbePouGII16Ys0Sq+5Ej6Jr3GfsI+t7tvJE2DN59dVXs0z/sSzr9Xq511ykfcblivyC+F9x76LRZ0lo9AKEyXc9csUTLmd8tG2AXssjEfWZdacuKzrHAw4dBBy6mvN0U2+AT41N9xl05wY1neOUQyflPOFKPvdv4A5oGWA8RgUkR8zEictE1/haehVuQXxdb5iyEBny1XMXZCPru6HTTzl0Aatua0+EYeHbRq0PDg5yLbRUKrW8vCGpUnl5uUaj+VV6PHcSiQQ/8/PscVZcP4dbar9nkt9hPsiN2jrN3RPajtt2UgrJ7coW/3rb0iCTyThP+ODFbdOpvEiKi4uLi4uFqnO2xGIxvlnI9c6FfxF/5Xx/Zg9/ERLmgxRa6zSfH6s4e9uh3zbp0YZcqduuyBV2bUmSfMH57J4Crq+FX0HBs8vxXS8iH2TY399rNWmiPue5t2sUetuG730QEOgznx+Ttzismig3ABRNJgGSySjDMJsPkcvl/OttY3L5HWQy2WuvvZbjkiA554lCRwAwI4ywjZOkR0ZGAlEAqYYkAGgfvXHrr8kHGQjQSYI0WRx9nhE6On6xCb7vtvQFMu084rB/DxC79l5NGUflqUtzAHOXTlWWlZk86aYI2xhTU1NZqhRhkhH8ikb05CmQ6tpNFTDtFny3T5KyG0+caO+jkwA6c7sW5tw2N80fsZoP0rTDfJA1NXorf24uHyRw+SDXd1vNjaqzeQY20N/bIgeQt/T2D9xy8jm/1pBIJHyzZGVlRbjUWwiX7Y5/W1ZWhmUuH9ntPNykve+M5+3Lb5PRjfkgbaQUAHR2V6f3RPcHpN63ng9yWdvhspPSHZzbam/u++Cy0ZBczwc5DdrOVcekhF4DPYMuq5Xg8kEajBt6PEnKqwAAjd5ozPzbSJIcHBzk6gqGYQYHB9O+1Dftq4BfQJAIsjc9AVAYXdQt0mp3us6fW4bCiuNnLt5azwcp1Tt8fp3d5nB1f3IZClVaQ8eX6/kgt0Nj9gQUdpvD7fzkCpcP8kyvx2lZK/WEqa+3xWS9dul8gNGZzTtQbyPFxcVarZZfRMHNqHDfbQCbFrKKxWKSJLHA5SkYL/yspKXJyvw02hjVgqAn+5FIJOL3+7PknM6L1KAIevKbw2UEjUQiiUSCm4/jp6WxT4KeIMi+APNIIAh6giDoCYKgJwiCniAIeoIg6AmCoCcIgqAnCIKeIAh6giDoCYKgJwiCniAIeoIg6AmCIOgJgqAnCIKeIAh6giDoCYKgJwiCniAIgp4gCHqCIOgJgqAnCIKeIAh6giDoCYKgJwiCoCcIgp4gCHqCIOgJgqAnCIKeIAh6giAIeoIgO+H/Afg7UzczvJIBAAAAAElFTkSuQmCC)

For more about TensorBoard's graph visualization tools see [TensorBoard: Graph Visualization](https://www.tensorflow.org/guide/graph_viz).

### Session

To evaluate tensors, instantiate a [tf.Session](https://www.tensorflow.org/api_docs/python/tf/Session) object, informally known as a **session**. A session encapsulates the state of the TensorFlow runtime, and runs TensorFlow operations. If a [tf.Graph](https://www.tensorflow.org/api_docs/python/tf/Graph) is like a .py file, a [tf.Session](https://www.tensorflow.org/api_docs/python/tf/Session) is like the python executable.

The following code creates a [tf.Session](https://www.tensorflow.org/api_docs/python/tf/Session) object and then invokes its run method to evaluate the total tensor we created above:

sess = tf.Session()  
print(sess.run(total))

When you request the output of a node with Session.run TensorFlow backtracks through the graph and runs all the nodes that provide input to the requested output node. So this prints the expected value of 7.0:

7.0

You can pass multiple tensors to [tf.Session.run](https://www.tensorflow.org/api_docs/python/tf/Session" \l "run). The run method transparently handles any combination of tuples or dictionaries, as in the following example:

print(sess.run({'ab':(a, b), 'total':total}))

which returns the results in a structure of the same layout:

{'total': 7.0, 'ab': (3.0, 4.0)}

During a call to [tf.Session.run](https://www.tensorflow.org/api_docs/python/tf/Session" \l "run) any [tf.Tensor](https://www.tensorflow.org/api_docs/python/tf/Tensor) only has a single value. For example, the following code calls [tf.random\_uniform](https://www.tensorflow.org/api_docs/python/tf/random/uniform) to produce a [tf.Tensor](https://www.tensorflow.org/api_docs/python/tf/Tensor) that generates a random 3-element vector (with values in [0,1)):

vec = tf.random\_uniform(shape=(3,))  
out1 = vec + 1  
out2 = vec + 2  
print(sess.run(vec))  
print(sess.run(vec))  
print(sess.run((out1, out2)))

The result shows a different random value on each call to run, but a consistent value during a single run (out1 and out2 receive the same random input):

[ 0.52917576  0.64076328  0.68353939]  
[ 0.66192627  0.89126778  0.06254101]  
(  
  array([ 1.88408756,  1.87149239,  1.84057522], dtype=float32),  
  array([ 2.88408756,  2.87149239,  2.84057522], dtype=float32)  
)

Some TensorFlow functions return tf.Operations instead of tf.Tensors. The result of calling run on an Operation is None. You run an operation to cause a side-effect, not to retrieve a value. Examples of this include the [initialization](https://www.tensorflow.org/guide/low_level_intro#Initializing%20Layers), and [training](https://www.tensorflow.org/guide/low_level_intro#Training) ops demonstrated later.

### Feeding

As it stands, this graph is not especially interesting because it always produces a constant result. A graph can be parameterized to accept external inputs, known as **placeholders**. A **placeholder** is a promise to provide a value later, like a function argument.

x = tf.placeholder(tf.float32)  
y = tf.placeholder(tf.float32)  
z = x + y

The preceding three lines are a bit like a function in which we define two input parameters (x and y) and then an operation on them. We can evaluate this graph with multiple inputs by using the feed\_dict argument of the [tf.Session.run](https://www.tensorflow.org/api_docs/python/tf/Session" \l "run) method to feed concrete values to the placeholders:

print(sess.run(z, feed\_dict={x: 3, y: 4.5}))  
print(sess.run(z, feed\_dict={x: [1, 3], y: [2, 4]}))

This results in the following output:

7.5  
[ 3.  7.]

Also note that the feed\_dict argument can be used to overwrite any tensor in the graph. The only difference between placeholders and other tf.Tensors is that placeholders throw an error if no value is fed to them.

## Datasets

Placeholders work for simple experiments, but [tf.data](https://www.tensorflow.org/api_docs/python/tf/data) are the preferred method of streaming data into a model.

To get a runnable [tf.Tensor](https://www.tensorflow.org/api_docs/python/tf/Tensor) from a Dataset you must first convert it to a [tf.data.Iterator](https://www.tensorflow.org/api_docs/python/tf/data/Iterator), and then call the Iterator's [tf.data.Iterator.get\_next](https://www.tensorflow.org/api_docs/python/tf/data/Iterator" \l "get_next) method.

The simplest way to create an Iterator is with the [tf.data.Dataset.make\_one\_shot\_iterator](https://www.tensorflow.org/api_docs/python/tf/data/Dataset" \l "make_one_shot_iterator) method. For example, in the following code the next\_item tensor will return a row from the my\_data array on each run call:

my\_data = [  
    [0, 1,],  
    [2, 3,],  
    [4, 5,],  
    [6, 7,],  
]  
slices = tf.data.Dataset.from\_tensor\_slices(my\_data)  
next\_item = slices.make\_one\_shot\_iterator().get\_next()

Reaching the end of the data stream causes Dataset to throw an [tf.errors.OutOfRangeError](https://www.tensorflow.org/api_docs/python/tf/errors/OutOfRangeError). For example, the following code reads the next\_item until there is no more data to read:

while True:  
  try:  
    print(sess.run(next\_item))  
  except tf.errors.OutOfRangeError:  
    break

If the Dataset depends on stateful operations you may need to initialize the iterator before using it, as shown below:

r = tf.random\_normal([10,3])  
dataset = tf.data.Dataset.from\_tensor\_slices(r)  
iterator = dataset.make\_initializable\_iterator()  
next\_row = iterator.get\_next()  
  
sess.run(iterator.initializer)  
while True:  
  try:  
    print(sess.run(next\_row))  
  except tf.errors.OutOfRangeError:  
    break

For more details on Datasets and Iterators see: [Importing Data](https://www.tensorflow.org/guide/datasets).

## Layers

A trainable model must modify the values in the graph to get new outputs with the same input. [tf.layers](https://www.tensorflow.org/api_docs/python/tf/layers) are the preferred way to add trainable parameters to a graph.

Layers package together both the variables and the operations that act on them. For example a [densely-connected layer](https://developers.google.com/machine-learning/glossary/#fully_connected_layer)performs a weighted sum across all inputs for each output and applies an optional [activation function](https://developers.google.com/machine-learning/glossary/#activation_function). The connection weights and biases are managed by the layer object.

### Creating Layers

The following code creates a [tf.layers.Dense](https://www.tensorflow.org/api_docs/python/tf/layers/Dense) layer that takes a batch of input vectors, and produces a single output value for each. To apply a layer to an input, call the layer as if it were a function. For example:

x = tf.placeholder(tf.float32, shape=[None, 3])  
linear\_model = tf.layers.Dense(units=1)  
y = linear\_model(x)

The layer inspects its input to determine sizes for its internal variables. So here we must set the shape of the xplaceholder so that the layer can build a weight matrix of the correct size.

Now that we have defined the calculation of the output, y, there is one more detail we need to take care of before we run the calculation.

### Initializing Layers

The layer contains variables that must be **initialized** before they can be used. While it is possible to initialize variables individually, you can easily initialize all the variables in a TensorFlow graph as follows:

init = tf.global\_variables\_initializer()  
sess.run(init)

**Important:** Calling **[tf.global\_variables\_initializer](https://www.tensorflow.org/api_docs/python/tf/initializers/global_variables)** only creates and returns a handle to a TensorFlow operation. That op will initialize all the global variables when we run it with **[tf.Session.run](https://www.tensorflow.org/api_docs/python/tf/Session" \l "run)**.

Also note that this global\_variables\_initializer only initializes variables that existed in the graph when the initializer was created. So the initializer should be one of the last things added during graph construction.

### Executing Layers

Now that the layer is initialized, we can evaluate the linear\_model's output tensor as we would any other tensor. For example, the following code:

print(sess.run(y, {x: [[1, 2, 3],[4, 5, 6]]}))

will generate a two-element output vector such as the following:

[[-3.41378999]  
 [-9.14999008]]

### Layer Function shortcuts

For each layer class (like [tf.layers.Dense](https://www.tensorflow.org/api_docs/python/tf/layers/Dense)) TensorFlow also supplies a shortcut function (like [tf.layers.dense](https://www.tensorflow.org/api_docs/python/tf/layers/dense)). The only difference is that the shortcut function versions create and run the layer in a single call. For example, the following code is equivalent to the earlier version:

x = tf.placeholder(tf.float32, shape=[None, 3])  
y = tf.layers.dense(x, units=1)  
  
init = tf.global\_variables\_initializer()  
sess.run(init)  
  
print(sess.run(y, {x: [[1, 2, 3], [4, 5, 6]]}))

While convenient, this approach allows no access to the [tf.layers.Layer](https://www.tensorflow.org/api_docs/python/tf/layers/Layer) object. This makes introspection and debugging more difficult, and layer reuse impossible.

## Feature columns

The easiest way to experiment with feature columns is using the [tf.feature\_column.input\_layer](https://www.tensorflow.org/api_docs/python/tf/feature_column/input_layer) function. This function only accepts [dense columns](https://www.tensorflow.org/guide/feature_columns) as inputs, so to view the result of a categorical column you must wrap it in an[tf.feature\_column.indicator\_column](https://www.tensorflow.org/api_docs/python/tf/feature_column/indicator_column). For example:

features = {  
    'sales' : [[5], [10], [8], [9]],  
    'department': ['sports', 'sports', 'gardening', 'gardening']}  
  
department\_column = tf.feature\_column.categorical\_column\_with\_vocabulary\_list(  
        'department', ['sports', 'gardening'])  
department\_column = tf.feature\_column.indicator\_column(department\_column)  
  
columns = [  
    tf.feature\_column.numeric\_column('sales'),  
    department\_column  
]  
  
inputs = tf.feature\_column.input\_layer(features, columns)

Running the inputs tensor will parse the features into a batch of vectors.

Feature columns can have internal state, like layers, so they often need to be initialized. Categorical columns use [tf.contrib.lookup](https://www.tensorflow.org/api_docs/python/tf/contrib/lookup) internally and these require a separate initialization op, [tf.tables\_initializer](https://www.tensorflow.org/api_docs/python/tf/initializers/tables_initializer).

var\_init = tf.global\_variables\_initializer()  
table\_init = tf.tables\_initializer()  
sess = tf.Session()  
sess.run((var\_init, table\_init))

Once the internal state has been initialized you can run inputs like any other [tf.Tensor](https://www.tensorflow.org/api_docs/python/tf/Tensor):

print(sess.run(inputs))

This shows how the feature columns have packed the input vectors, with the one-hot "department" as the first two indices and "sales" as the third.

[[  1.   0.   5.]  
 [  1.   0.  10.]  
 [  0.   1.   8.]  
 [  0.   1.   9.]]

## Training

Now that you're familiar with the basics of core TensorFlow, let's train a small regression model manually.

### Define the data

First let's define some inputs, x, and the expected output for each input, y\_true:

x = tf.constant([[1], [2], [3], [4]], dtype=tf.float32)  
y\_true = tf.constant([[0], [-1], [-2], [-3]], dtype=tf.float32)

### Define the model

Next, build a simple linear model, with 1 output:

linear\_model = tf.layers.Dense(units=1)  
  
y\_pred = linear\_model(x)

You can evaluate the predictions as follows:

sess = tf.Session()  
init = tf.global\_variables\_initializer()  
sess.run(init)  
  
print(sess.run(y\_pred))

The model hasn't yet been trained, so the four "predicted" values aren't very good. Here's what we got; your own output will almost certainly differ:

[[ 0.02631879]  
 [ 0.05263758]  
 [ 0.07895637]  
 [ 0.10527515]]

### Loss

To optimize a model, you first need to define the loss. We'll use the mean square error, a standard loss for regression problems.

While you could do this manually with lower level math operations, the [tf.losses](https://www.tensorflow.org/api_docs/python/tf/losses) module provides a set of common loss functions. You can use it to calculate the mean square error as follows:

loss = tf.losses.mean\_squared\_error(labels=y\_true, predictions=y\_pred)  
  
print(sess.run(loss))

This will produce a loss value, something like:

2.23962

### Training

TensorFlow provides [**optimizers**](https://developers.google.com/machine-learning/glossary/#optimizer) implementing standard optimization algorithms. These are implemented as sub-classes of [tf.train.Optimizer](https://www.tensorflow.org/api_docs/python/tf/train/Optimizer). They incrementally change each variable in order to minimize the loss. The simplest optimization algorithm is [**gradient descent**](https://developers.google.com/machine-learning/glossary/#gradient_descent), implemented by [tf.train.GradientDescentOptimizer](https://www.tensorflow.org/api_docs/python/tf/train/GradientDescentOptimizer). It modifies each variable according to the magnitude of the derivative of loss with respect to that variable. For example:

optimizer = tf.train.GradientDescentOptimizer(0.01)  
train = optimizer.minimize(loss)

This code builds all the graph components necessary for the optimization, and returns a training operation. When run, the training op will update variables in the graph. You might run it as follows:

for i in range(100):  
  \_, loss\_value = sess.run((train, loss))  
  print(loss\_value)

Since train is an op, not a tensor, it doesn't return a value when run. To see the progression of the loss during training, we run the loss tensor at the same time, producing output like the following:

1.35659  
1.00412  
0.759167  
0.588829  
0.470264  
0.387626  
0.329918  
0.289511  
0.261112  
0.241046  
...

### Complete program

x = tf.constant([[1], [2], [3], [4]], dtype=tf.float32)  
y\_true = tf.constant([[0], [-1], [-2], [-3]], dtype=tf.float32)  
  
linear\_model = tf.layers.Dense(units=1)  
  
y\_pred = linear\_model(x)  
loss = tf.losses.mean\_squared\_error(labels=y\_true, predictions=y\_pred)  
  
optimizer = tf.train.GradientDescentOptimizer(0.01)  
train = optimizer.minimize(loss)  
  
init = tf.global\_variables\_initializer()  
  
sess = tf.Session()  
sess.run(init)  
for i in range(100):  
  \_, loss\_value = sess.run((train, loss))  
  print(loss\_value)  
  
print(sess.run(y\_pred))

@